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AI-Systems

Big Ideas



Logistics

Ø Go to website: 
https://ucbrise.github.io/cs294-ai-sys-fa19/

Ø Make sure you are on the course Piazza
Ø Needed for announcements

https://tinyurl.com/aisysfa19signup

Ø Signup for 3 discussion slots as 
different roles here:
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Logistics

Ø Limited to 45 spots due to maximum room occupancy
Ø Unable to change lecture room 

Ø Please do the fist few assignments
Ø I will ask people to drop the class if they do not

Ø If you are planning to drop the class do it soon

Ø I plan to teach the class again next Fall
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Managing Complexity
Through Abstraction

Learning Algorithm
Common Patterns

System

Abstraction (API)

1. Parallelism
2. Data Locality
3. Network

4. Scheduling
5. Fault-tolerance
6. Stragglers

Identify 
common patterns

Define a narrow
interface

Exploit limited abstraction
to address system 

design challenges



PhD in Machine Learning from CMU 2013
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Machine learning community
has had an evolving focus on AI Systems

2009 2019
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Waves of AI Research & Connection to Systems
Ø 1950 to 1974: Birth of AI

Ø 1951 Marvin Minsky builds first neural network machine (SNARC)

Ø 1974 to 1980: First AI Winter
Ø Limited processing power and data

Ø 1980 to 1987: Second Wave of AI
Ø XCON (AI for Systems) for DEC à saves $40M annually 

Ø 1987 to 1993: Second AI Winter
Ø Collapse of the AI Hardware Market

Ø 1993 to 2011: AI Goes Stealth Mode (aka Machine Learning)
Ø Confluence of ideas + compute + data à AI starts to work but we call it ML

Ø 2011 to 2019: Third Wave (AI Goes Deep)
Ø Compute + data + abstractions à Emergence of AI developers 



New Forces Driving AI Revolution

Compute AbstractionsData

Benchmarks

Advances in
Algorithms and

Models

Stochastic Gradient 
Descent 

✓1<latexit sha1_base64="cbM0eSmGxMtQkVBDiiBAEOk4Olo=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ4H8zuD4f7QLr8tBJUw8Ko1nt/d+YAWKVklwBVhWMppMMzUTGOhKGGQ99FKQobJGxzD1IgcJyBn2iac+7tmZ+FHqTAfrny7Wyc0TqTcJKGxTLBaSldXbH5MN12p6GimKc9WCjgpA0Ur5qvUL67eX1ABRLGNETAR1OTqkyUWmChTo34jTJlq3yzE4S1JkwTzhUY4lPk0mGnEIFKXgwAJGi/VZd60IkDZtRlixX9/EPilNRJW30Qilpp4NcZu1KHSwk0oS9mGpXE+HRlyDxU1CSN9QvO5HgS59XXfH4wqLw+cqObik5RT4uDLT9JN/CTlkOuTuQ5yx/EJ5ZHVICOoTUv9lEe/piKp1bL8vr7gy+rnky5OOXR1EbTKJja5NvepuMlTEYczPdw/Ojw8ODjY2x77QvhxNDo8yluhxbo7vG7Btue6Oyh7tOUFMklZyv+Fny3RPtQxvQDjCe1doj0njlQLM4XKGleHA2U097dHY1vqB74DjkXYoMbdmGM3mKJsAYbugB/zJvukS0h6lagRdGGZuzbPQXBr8rxDDutGCsdVCtNrZNZGZNl+V4xtvitwVANd8q1QndkGeoYFxZxAI1uz2SHfp3zRoKo5UUcc4pdtAZGCtdL2ry1iUb7+7q7/8L+uAv4NlM9TZZ9obpNgJvMq0VC/dJuIcgWxmfzXJr+7JhJUbSjr7cBHrt0FEGkeHVC5IpjpM9dmwmnRsCikMVllraqaZ1ClxK5yVZFtjFZYm5H0HdRmY20qFgPg/xb9cZpkDNZUbZxbTeNTG/UULW1B9MMgU3mrb9wTQuNXdszZhK3Y7rU2c5pAXDFW/BjT75u3m8B9l2kLk9H+z/vBi58Gj8bVa86Od8/7wbvvBd6h98h74o29iUc85v3pvff+6j3rZb2L3ro0vXmjYr73Gqv3xz/lK1WD</latexit><latexit sha1_base64="cbM0eSmGxMtQkVBDiiBAEOk4Olo=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ4H8zuD4f7QLr8tBJUw8Ko1nt/d+YAWKVklwBVhWMppMMzUTGOhKGGQ99FKQobJGxzD1IgcJyBn2iac+7tmZ+FHqTAfrny7Wyc0TqTcJKGxTLBaSldXbH5MN12p6GimKc9WCjgpA0Ur5qvUL67eX1ABRLGNETAR1OTqkyUWmChTo34jTJlq3yzE4S1JkwTzhUY4lPk0mGnEIFKXgwAJGi/VZd60IkDZtRlixX9/EPilNRJW30Qilpp4NcZu1KHSwk0oS9mGpXE+HRlyDxU1CSN9QvO5HgS59XXfH4wqLw+cqObik5RT4uDLT9JN/CTlkOuTuQ5yx/EJ5ZHVICOoTUv9lEe/piKp1bL8vr7gy+rnky5OOXR1EbTKJja5NvepuMlTEYczPdw/Ojw8ODjY2x77QvhxNDo8yluhxbo7vG7Btue6Oyh7tOUFMklZyv+Fny3RPtQxvQDjCe1doj0njlQLM4XKGleHA2U097dHY1vqB74DjkXYoMbdmGM3mKJsAYbugB/zJvukS0h6lagRdGGZuzbPQXBr8rxDDutGCsdVCtNrZNZGZNl+V4xtvitwVANd8q1QndkGeoYFxZxAI1uz2SHfp3zRoKo5UUcc4pdtAZGCtdL2ry1iUb7+7q7/8L+uAv4NlM9TZZ9obpNgJvMq0VC/dJuIcgWxmfzXJr+7JhJUbSjr7cBHrt0FEGkeHVC5IpjpM9dmwmnRsCikMVllraqaZ1ClxK5yVZFtjFZYm5H0HdRmY20qFgPg/xb9cZpkDNZUbZxbTeNTG/UULW1B9MMgU3mrb9wTQuNXdszZhK3Y7rU2c5pAXDFW/BjT75u3m8B9l2kLk9H+z/vBi58Gj8bVa86Od8/7wbvvBd6h98h74o29iUc85v3pvff+6j3rZb2L3ro0vXmjYr73Gqv3xz/lK1WD</latexit><latexit sha1_base64="cbM0eSmGxMtQkVBDiiBAEOk4Olo=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ4H8zuD4f7QLr8tBJUw8Ko1nt/d+YAWKVklwBVhWMppMMzUTGOhKGGQ99FKQobJGxzD1IgcJyBn2iac+7tmZ+FHqTAfrny7Wyc0TqTcJKGxTLBaSldXbH5MN12p6GimKc9WCjgpA0Ur5qvUL67eX1ABRLGNETAR1OTqkyUWmChTo34jTJlq3yzE4S1JkwTzhUY4lPk0mGnEIFKXgwAJGi/VZd60IkDZtRlixX9/EPilNRJW30Qilpp4NcZu1KHSwk0oS9mGpXE+HRlyDxU1CSN9QvO5HgS59XXfH4wqLw+cqObik5RT4uDLT9JN/CTlkOuTuQ5yx/EJ5ZHVICOoTUv9lEe/piKp1bL8vr7gy+rnky5OOXR1EbTKJja5NvepuMlTEYczPdw/Ojw8ODjY2x77QvhxNDo8yluhxbo7vG7Btue6Oyh7tOUFMklZyv+Fny3RPtQxvQDjCe1doj0njlQLM4XKGleHA2U097dHY1vqB74DjkXYoMbdmGM3mKJsAYbugB/zJvukS0h6lagRdGGZuzbPQXBr8rxDDutGCsdVCtNrZNZGZNl+V4xtvitwVANd8q1QndkGeoYFxZxAI1uz2SHfp3zRoKo5UUcc4pdtAZGCtdL2ry1iUb7+7q7/8L+uAv4NlM9TZZ9obpNgJvMq0VC/dJuIcgWxmfzXJr+7JhJUbSjr7cBHrt0FEGkeHVC5IpjpM9dmwmnRsCikMVllraqaZ1ClxK5yVZFtjFZYm5H0HdRmY20qFgPg/xb9cZpkDNZUbZxbTeNTG/UULW1B9MMgU3mrb9wTQuNXdszZhK3Y7rU2c5pAXDFW/BjT75u3m8B9l2kLk9H+z/vBi58Gj8bVa86Od8/7wbvvBd6h98h74o29iUc85v3pvff+6j3rZb2L3ro0vXmjYr73Gqv3xz/lK1WD</latexit><latexit sha1_base64="cbM0eSmGxMtQkVBDiiBAEOk4Olo=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ4H8zuD4f7QLr8tBJUw8Ko1nt/d+YAWKVklwBVhWMppMMzUTGOhKGGQ99FKQobJGxzD1IgcJyBn2iac+7tmZ+FHqTAfrny7Wyc0TqTcJKGxTLBaSldXbH5MN12p6GimKc9WCjgpA0Ur5qvUL67eX1ABRLGNETAR1OTqkyUWmChTo34jTJlq3yzE4S1JkwTzhUY4lPk0mGnEIFKXgwAJGi/VZd60IkDZtRlixX9/EPilNRJW30Qilpp4NcZu1KHSwk0oS9mGpXE+HRlyDxU1CSN9QvO5HgS59XXfH4wqLw+cqObik5RT4uDLT9JN/CTlkOuTuQ5yx/EJ5ZHVICOoTUv9lEe/piKp1bL8vr7gy+rnky5OOXR1EbTKJja5NvepuMlTEYczPdw/Ojw8ODjY2x77QvhxNDo8yluhxbo7vG7Btue6Oyh7tOUFMklZyv+Fny3RPtQxvQDjCe1doj0njlQLM4XKGleHA2U097dHY1vqB74DjkXYoMbdmGM3mKJsAYbugB/zJvukS0h6lagRdGGZuzbPQXBr8rxDDutGCsdVCtNrZNZGZNl+V4xtvitwVANd8q1QndkGeoYFxZxAI1uz2SHfp3zRoKo5UUcc4pdtAZGCtdL2ry1iUb7+7q7/8L+uAv4NlM9TZZ9obpNgJvMq0VC/dJuIcgWxmfzXJr+7JhJUbSjr7cBHrt0FEGkeHVC5IpjpM9dmwmnRsCikMVllraqaZ1ClxK5yVZFtjFZYm5H0HdRmY20qFgPg/xb9cZpkDNZUbZxbTeNTG/UULW1B9MMgU3mrb9wTQuNXdszZhK3Y7rU2c5pAXDFW/BjT75u3m8B9l2kLk9H+z/vBi58Gj8bVa86Od8/7wbvvBd6h98h74o29iUc85v3pvff+6j3rZb2L3ro0vXmjYr73Gqv3xz/lK1WD</latexit>

✓2<latexit sha1_base64="YwKmc936ERHJ7kguU7c+8BuB0wk=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ6P5ncGw/2hXX5bCCph4FVrPL+78wEtUrJKgCvCsJTTYJipmcZCUcIg76OVhAyTNziGqRE5TkDOtE0493fNzsKPUmE+XPl2t05onEi5SUJjmWC1lK6u2PyYbrpS0dFMU56tFHBSBopWzFepX1y9v6ACiGIbI2AiqMnVJ0ssMFGmRv1GmDLVvlmIw1uSJgnmC41wKPNpMNOIQaQuBwESNF6qy7xpRYCyazPEiv/+IPBLaySsvolELDXxaozdqEOlhZtQlrINS+N8OjLkHipqEkb6hOZzPQhy6+u+PxhVXh44Uc3FJymnxMGXn6Sb+EnKIdcncx3kjuMTyiOrQUZQm5b6KY9+TUVSq2X5fX3Bl9XPJ12ccujqImiVTWxybe5TcZOnIg5nerh/dHh4cHCwtz32hfDjaHR4lLdCi3V3eN2Cbc91d1D2aMsLZJKylP8LP1uifahjegHGE9q7RHtOHKkWZgqVNa4OB8po7m+PxrbUD3wHHIuwQY27McduMEXZAgzdAT/mTfZJl5D0KlEj6MIyd22eg+DW5HmHHNaNFI6rFKbXyKyNyLL9rhjbfFfgqAa65FuhOrMN9AwLijmBRrZms0O+T/miQVVzoo44xC/bAiIFa6XtX1vEonz93V3/4X9dBfwbKJ+nyj7R3CbBTOZVoqF+6TYR5QpiM/mvTX53TSSo2lDW24GPXLsLINI8OqByRTDTZ67NhNOiYVFIY7LKWlU1z6BKiV3lqiLbGK2wNiPpO6jNxtpULAbA/y364zTJGKyp2ji3msanNuopWtqC6IdBpvJW37gnhMav7JizCVux3Wtt5jSBuGKs+DGm3zdvN4H7LtMWJqP9n/eDFz8NHo2r15wd7573g3ffC7xD75H3xBt7E494zPvTe+/91XvWy3oXvXVpevNGxXzvNVbvj38A7odVhA==</latexit><latexit sha1_base64="YwKmc936ERHJ7kguU7c+8BuB0wk=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ6P5ncGw/2hXX5bCCph4FVrPL+78wEtUrJKgCvCsJTTYJipmcZCUcIg76OVhAyTNziGqRE5TkDOtE0493fNzsKPUmE+XPl2t05onEi5SUJjmWC1lK6u2PyYbrpS0dFMU56tFHBSBopWzFepX1y9v6ACiGIbI2AiqMnVJ0ssMFGmRv1GmDLVvlmIw1uSJgnmC41wKPNpMNOIQaQuBwESNF6qy7xpRYCyazPEiv/+IPBLaySsvolELDXxaozdqEOlhZtQlrINS+N8OjLkHipqEkb6hOZzPQhy6+u+PxhVXh44Uc3FJymnxMGXn6Sb+EnKIdcncx3kjuMTyiOrQUZQm5b6KY9+TUVSq2X5fX3Bl9XPJ12ccujqImiVTWxybe5TcZOnIg5nerh/dHh4cHCwtz32hfDjaHR4lLdCi3V3eN2Cbc91d1D2aMsLZJKylP8LP1uifahjegHGE9q7RHtOHKkWZgqVNa4OB8po7m+PxrbUD3wHHIuwQY27McduMEXZAgzdAT/mTfZJl5D0KlEj6MIyd22eg+DW5HmHHNaNFI6rFKbXyKyNyLL9rhjbfFfgqAa65FuhOrMN9AwLijmBRrZms0O+T/miQVVzoo44xC/bAiIFa6XtX1vEonz93V3/4X9dBfwbKJ+nyj7R3CbBTOZVoqF+6TYR5QpiM/mvTX53TSSo2lDW24GPXLsLINI8OqByRTDTZ67NhNOiYVFIY7LKWlU1z6BKiV3lqiLbGK2wNiPpO6jNxtpULAbA/y364zTJGKyp2ji3msanNuopWtqC6IdBpvJW37gnhMav7JizCVux3Wtt5jSBuGKs+DGm3zdvN4H7LtMWJqP9n/eDFz8NHo2r15wd7573g3ffC7xD75H3xBt7E494zPvTe+/91XvWy3oXvXVpevNGxXzvNVbvj38A7odVhA==</latexit><latexit sha1_base64="YwKmc936ERHJ7kguU7c+8BuB0wk=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ6P5ncGw/2hXX5bCCph4FVrPL+78wEtUrJKgCvCsJTTYJipmcZCUcIg76OVhAyTNziGqRE5TkDOtE0493fNzsKPUmE+XPl2t05onEi5SUJjmWC1lK6u2PyYbrpS0dFMU56tFHBSBopWzFepX1y9v6ACiGIbI2AiqMnVJ0ssMFGmRv1GmDLVvlmIw1uSJgnmC41wKPNpMNOIQaQuBwESNF6qy7xpRYCyazPEiv/+IPBLaySsvolELDXxaozdqEOlhZtQlrINS+N8OjLkHipqEkb6hOZzPQhy6+u+PxhVXh44Uc3FJymnxMGXn6Sb+EnKIdcncx3kjuMTyiOrQUZQm5b6KY9+TUVSq2X5fX3Bl9XPJ12ccujqImiVTWxybe5TcZOnIg5nerh/dHh4cHCwtz32hfDjaHR4lLdCi3V3eN2Cbc91d1D2aMsLZJKylP8LP1uifahjegHGE9q7RHtOHKkWZgqVNa4OB8po7m+PxrbUD3wHHIuwQY27McduMEXZAgzdAT/mTfZJl5D0KlEj6MIyd22eg+DW5HmHHNaNFI6rFKbXyKyNyLL9rhjbfFfgqAa65FuhOrMN9AwLijmBRrZms0O+T/miQVVzoo44xC/bAiIFa6XtX1vEonz93V3/4X9dBfwbKJ+nyj7R3CbBTOZVoqF+6TYR5QpiM/mvTX53TSSo2lDW24GPXLsLINI8OqByRTDTZ67NhNOiYVFIY7LKWlU1z6BKiV3lqiLbGK2wNiPpO6jNxtpULAbA/y364zTJGKyp2ji3msanNuopWtqC6IdBpvJW37gnhMav7JizCVux3Wtt5jSBuGKs+DGm3zdvN4H7LtMWJqP9n/eDFz8NHo2r15wd7573g3ffC7xD75H3xBt7E494zPvTe+/91XvWy3oXvXVpevNGxXzvNVbvj38A7odVhA==</latexit><latexit sha1_base64="YwKmc936ERHJ7kguU7c+8BuB0wk=">AAAJx3icpZZfb9s2EMDVrtti70/b7bEvwowALZAGlrcg2VuxIkD/BIvb1Wkw0zAo+iQTpSiBpFO7jB72FfbafYJ+o32bUZScSFQLaBsB22fe/e5OJ95JYcaoVMPh3zdufnbr8y++3On1v/r6m29v37n73ZlMV4LAhKQsFechlsAoh4miisF5JgAnIYPX4ZvHhf71BQhJU/5KbTKYJTjmNKIEK7N1jtQSFJ6P5ncGw/2hXX5bCCph4FVrPL+78wEtUrJKgCvCsJTTYJipmcZCUcIg76OVhAyTNziGqRE5TkDOtE0493fNzsKPUmE+XPl2t05onEi5SUJjmWC1lK6u2PyYbrpS0dFMU56tFHBSBopWzFepX1y9v6ACiGIbI2AiqMnVJ0ssMFGmRv1GmDLVvlmIw1uSJgnmC41wKPNpMNOIQaQuBwESNF6qy7xpRYCyazPEiv/+IPBLaySsvolELDXxaozdqEOlhZtQlrINS+N8OjLkHipqEkb6hOZzPQhy6+u+PxhVXh44Uc3FJymnxMGXn6Sb+EnKIdcncx3kjuMTyiOrQUZQm5b6KY9+TUVSq2X5fX3Bl9XPJ12ccujqImiVTWxybe5TcZOnIg5nerh/dHh4cHCwtz32hfDjaHR4lLdCi3V3eN2Cbc91d1D2aMsLZJKylP8LP1uifahjegHGE9q7RHtOHKkWZgqVNa4OB8po7m+PxrbUD3wHHIuwQY27McduMEXZAgzdAT/mTfZJl5D0KlEj6MIyd22eg+DW5HmHHNaNFI6rFKbXyKyNyLL9rhjbfFfgqAa65FuhOrMN9AwLijmBRrZms0O+T/miQVVzoo44xC/bAiIFa6XtX1vEonz93V3/4X9dBfwbKJ+nyj7R3CbBTOZVoqF+6TYR5QpiM/mvTX53TSSo2lDW24GPXLsLINI8OqByRTDTZ67NhNOiYVFIY7LKWlU1z6BKiV3lqiLbGK2wNiPpO6jNxtpULAbA/y364zTJGKyp2ji3msanNuopWtqC6IdBpvJW37gnhMav7JizCVux3Wtt5jSBuGKs+DGm3zdvN4H7LtMWJqP9n/eDFz8NHo2r15wd7573g3ffC7xD75H3xBt7E494zPvTe+/91XvWy3oXvXVpevNGxXzvNVbvj38A7odVhA==</latexit>

✓̂<latexit sha1_base64="6WifpBZdSRyY2pUiuBMF5KWI8MI=">AAAJzHicpZZfb9s2EMDV7l/s/Wm7Pe5FmBGgBdLAcuMleStWBGjRoPG2Ji1mGgFFn2SiFCWQdGqP0Ws/Ql+3536jfptRlJxIVANoGwHbJ9797s4n3klhxqhUw+HHW7c/+/yLL7/a6vW//ubb7+7cvff9mUyXgsApSVkqXodYAqMcThVVDF5nAnASMngVvnlS6F9dgJA05S/VOoNZgmNOI0qwMlsILbDSSC1A4fz87mC4ezgMDoM93wiPxsNxYISDw73Rz4Ef7A7tGnjVmpzf2/qA5ilZJsAVYVjKaTDM1ExjoShhkPfRUkKGyRscw9SIHCcgZ9omnfvbZmfuR6kwH658u1snNE6kXCehsUywWkhXV2x+SjddquhgpinPlgo4KQNFS+ar1C8q4M+pAKLY2giYCGpy9ckCC0yUqVO/EaZMtW8W4vCWpEmC+VwjHMp8Gsw0YhCpy0GABI0X6jJvWhGg7NoMseLaHwR+aY2E1TeRiKUmXo2xG3WotHATylK2ZmmcT0eG3EFFTcJIH9P8XA+C3Pq67w9GlZcHTlTz55OUU+LgixvpJn6ccsj18bkOcsfxMeWR1SAjqHVL/YxHL1KR1GpZfl//4cvq50YXJxy6ughaZRPrXJv7VNzkqYjDmTanfX9/PB7vDKvTXgiPRqP9g7wVWqy6w6sWXLZcZwdVi7peIJOUpfxf+NkQ7UMd0wswntDOJdpx4kg1N5OorHF1OFBGc39zNDalfuA74ESEDWrSjTlygynK5mDoDvgRb7JPu4SkV4kaQReWuWvzHAS3Js875LBqpHBUpTC9RmZtRJbtd8XY5rsCRzXQJd8K1ZltoGdYUMwJNLI1mx3yfcbnDaqaE3XEIX7ZFBApWCltL20Ri/L1t7f9h/91FfDvoHyeKvtUc5sEM5lXiYb6N7eJKFcQm8l/bfKHayJB1Yay3gx85NpdAJHm0QGVK4KZPnNtTjktGhaFNCbLrFVV8wyqlNhVLiuyjdEKazOS/gm12VibisUA+L9Ff5ImGYMVVWvnVtP4xEY9QQtbEP0wyFTe6hv3hND4pR1zNmErtnutzZwkEFeMFT/F9Pvm7WbzCuPfLJyNdoPhbvDr3uDxpHrP2fJ+9H7y7nuBt+899p56E+/UI17mvff+8v7uveipnu7lpentWxXzg9dYvXf/AJL+WCU=</latexit><latexit sha1_base64="6WifpBZdSRyY2pUiuBMF5KWI8MI=">AAAJzHicpZZfb9s2EMDV7l/s/Wm7Pe5FmBGgBdLAcuMleStWBGjRoPG2Ji1mGgFFn2SiFCWQdGqP0Ws/Ql+3536jfptRlJxIVANoGwHbJ9797s4n3klhxqhUw+HHW7c/+/yLL7/a6vW//ubb7+7cvff9mUyXgsApSVkqXodYAqMcThVVDF5nAnASMngVvnlS6F9dgJA05S/VOoNZgmNOI0qwMlsILbDSSC1A4fz87mC4ezgMDoM93wiPxsNxYISDw73Rz4Ef7A7tGnjVmpzf2/qA5ilZJsAVYVjKaTDM1ExjoShhkPfRUkKGyRscw9SIHCcgZ9omnfvbZmfuR6kwH658u1snNE6kXCehsUywWkhXV2x+SjddquhgpinPlgo4KQNFS+ar1C8q4M+pAKLY2giYCGpy9ckCC0yUqVO/EaZMtW8W4vCWpEmC+VwjHMp8Gsw0YhCpy0GABI0X6jJvWhGg7NoMseLaHwR+aY2E1TeRiKUmXo2xG3WotHATylK2ZmmcT0eG3EFFTcJIH9P8XA+C3Pq67w9GlZcHTlTz55OUU+LgixvpJn6ccsj18bkOcsfxMeWR1SAjqHVL/YxHL1KR1GpZfl//4cvq50YXJxy6ughaZRPrXJv7VNzkqYjDmTanfX9/PB7vDKvTXgiPRqP9g7wVWqy6w6sWXLZcZwdVi7peIJOUpfxf+NkQ7UMd0wswntDOJdpx4kg1N5OorHF1OFBGc39zNDalfuA74ESEDWrSjTlygynK5mDoDvgRb7JPu4SkV4kaQReWuWvzHAS3Js875LBqpHBUpTC9RmZtRJbtd8XY5rsCRzXQJd8K1ZltoGdYUMwJNLI1mx3yfcbnDaqaE3XEIX7ZFBApWCltL20Ri/L1t7f9h/91FfDvoHyeKvtUc5sEM5lXiYb6N7eJKFcQm8l/bfKHayJB1Yay3gx85NpdAJHm0QGVK4KZPnNtTjktGhaFNCbLrFVV8wyqlNhVLiuyjdEKazOS/gm12VibisUA+L9Ff5ImGYMVVWvnVtP4xEY9QQtbEP0wyFTe6hv3hND4pR1zNmErtnutzZwkEFeMFT/F9Pvm7WbzCuPfLJyNdoPhbvDr3uDxpHrP2fJ+9H7y7nuBt+899p56E+/UI17mvff+8v7uveipnu7lpentWxXzg9dYvXf/AJL+WCU=</latexit><latexit sha1_base64="6WifpBZdSRyY2pUiuBMF5KWI8MI=">AAAJzHicpZZfb9s2EMDV7l/s/Wm7Pe5FmBGgBdLAcuMleStWBGjRoPG2Ji1mGgFFn2SiFCWQdGqP0Ws/Ql+3536jfptRlJxIVANoGwHbJ9797s4n3klhxqhUw+HHW7c/+/yLL7/a6vW//ubb7+7cvff9mUyXgsApSVkqXodYAqMcThVVDF5nAnASMngVvnlS6F9dgJA05S/VOoNZgmNOI0qwMlsILbDSSC1A4fz87mC4ezgMDoM93wiPxsNxYISDw73Rz4Ef7A7tGnjVmpzf2/qA5ilZJsAVYVjKaTDM1ExjoShhkPfRUkKGyRscw9SIHCcgZ9omnfvbZmfuR6kwH658u1snNE6kXCehsUywWkhXV2x+SjddquhgpinPlgo4KQNFS+ar1C8q4M+pAKLY2giYCGpy9ckCC0yUqVO/EaZMtW8W4vCWpEmC+VwjHMp8Gsw0YhCpy0GABI0X6jJvWhGg7NoMseLaHwR+aY2E1TeRiKUmXo2xG3WotHATylK2ZmmcT0eG3EFFTcJIH9P8XA+C3Pq67w9GlZcHTlTz55OUU+LgixvpJn6ccsj18bkOcsfxMeWR1SAjqHVL/YxHL1KR1GpZfl//4cvq50YXJxy6ughaZRPrXJv7VNzkqYjDmTanfX9/PB7vDKvTXgiPRqP9g7wVWqy6w6sWXLZcZwdVi7peIJOUpfxf+NkQ7UMd0wswntDOJdpx4kg1N5OorHF1OFBGc39zNDalfuA74ESEDWrSjTlygynK5mDoDvgRb7JPu4SkV4kaQReWuWvzHAS3Js875LBqpHBUpTC9RmZtRJbtd8XY5rsCRzXQJd8K1ZltoGdYUMwJNLI1mx3yfcbnDaqaE3XEIX7ZFBApWCltL20Ri/L1t7f9h/91FfDvoHyeKvtUc5sEM5lXiYb6N7eJKFcQm8l/bfKHayJB1Yay3gx85NpdAJHm0QGVK4KZPnNtTjktGhaFNCbLrFVV8wyqlNhVLiuyjdEKazOS/gm12VibisUA+L9Ff5ImGYMVVWvnVtP4xEY9QQtbEP0wyFTe6hv3hND4pR1zNmErtnutzZwkEFeMFT/F9Pvm7WbzCuPfLJyNdoPhbvDr3uDxpHrP2fJ+9H7y7nuBt+899p56E+/UI17mvff+8v7uveipnu7lpentWxXzg9dYvXf/AJL+WCU=</latexit><latexit sha1_base64="6WifpBZdSRyY2pUiuBMF5KWI8MI=">AAAJzHicpZZfb9s2EMDV7l/s/Wm7Pe5FmBGgBdLAcuMleStWBGjRoPG2Ji1mGgFFn2SiFCWQdGqP0Ws/Ql+3536jfptRlJxIVANoGwHbJ9797s4n3klhxqhUw+HHW7c/+/yLL7/a6vW//ubb7+7cvff9mUyXgsApSVkqXodYAqMcThVVDF5nAnASMngVvnlS6F9dgJA05S/VOoNZgmNOI0qwMlsILbDSSC1A4fz87mC4ezgMDoM93wiPxsNxYISDw73Rz4Ef7A7tGnjVmpzf2/qA5ilZJsAVYVjKaTDM1ExjoShhkPfRUkKGyRscw9SIHCcgZ9omnfvbZmfuR6kwH658u1snNE6kXCehsUywWkhXV2x+SjddquhgpinPlgo4KQNFS+ar1C8q4M+pAKLY2giYCGpy9ckCC0yUqVO/EaZMtW8W4vCWpEmC+VwjHMp8Gsw0YhCpy0GABI0X6jJvWhGg7NoMseLaHwR+aY2E1TeRiKUmXo2xG3WotHATylK2ZmmcT0eG3EFFTcJIH9P8XA+C3Pq67w9GlZcHTlTz55OUU+LgixvpJn6ccsj18bkOcsfxMeWR1SAjqHVL/YxHL1KR1GpZfl//4cvq50YXJxy6ughaZRPrXJv7VNzkqYjDmTanfX9/PB7vDKvTXgiPRqP9g7wVWqy6w6sWXLZcZwdVi7peIJOUpfxf+NkQ7UMd0wswntDOJdpx4kg1N5OorHF1OFBGc39zNDalfuA74ESEDWrSjTlygynK5mDoDvgRb7JPu4SkV4kaQReWuWvzHAS3Js875LBqpHBUpTC9RmZtRJbtd8XY5rsCRzXQJd8K1ZltoGdYUMwJNLI1mx3yfcbnDaqaE3XEIX7ZFBApWCltL20Ri/L1t7f9h/91FfDvoHyeKvtUc5sEM5lXiYb6N7eJKFcQm8l/bfKHayJB1Yay3gx85NpdAJHm0QGVK4KZPnNtTjktGhaFNCbLrFVV8wyqlNhVLiuyjdEKazOS/gm12VibisUA+L9Ff5ImGYMVVWvnVtP4xEY9QQtbEP0wyFTe6hv3hND4pR1zNmErtnutzZwkEFeMFT/F9Pvm7WbzCuPfLJyNdoPhbvDr3uDxpHrP2fJ+9H7y7nuBt+899p56E+/UI17mvff+8v7uveipnu7lpentWxXzg9dYvXf/AJL+WCU=</latexit>

1951

1998
Convolutional Networks



Overview of the Reading



Required Reading

Ø Perspective on Machine Learning
Ø A Few Useful Things to Know About Machine Learning
Ø Goal: Provide some context on high-level ideas in ML

Ø Perspective on Systems 
Ø Principles of Computer System Design
Ø Goal: Provide some context on high-level ideas in Systems

Ø Views on the field of AI-Systems
Ø SysML: The New Frontier of Machine Learning Systems
Ø A Berkeley View of Systems Challenges for AI (Mini PC)
Ø Goal: Observe two recent framings of AI-Systems Research

https://homes.cs.washington.edu/~pedrod/papers/cacm12.pdf
https://www.sciencedirect.com/book/9780123749574/principles-of-computer-system-design
https://arxiv.org/abs/1904.03257
https://arxiv.org/pdf/1712.05855.pdf


A Few Useful Things to Know 
About Machine Learning
Pedro Domingos (CACM’12)



Context

Ø When: 2012 
Ø Right before explosion in deep 

learning

Ø Why?
Ø Provides an overview of several of 

the big ideas in ML
Ø Describes essential ingredients of 

machine learning
Ø Outlines key trade-offs

Ø Issues
Ø Pretty focused on classic problems



Big Ideas in ML Research

Ø Generalization (Underfitting/Overfitting)
Ø What is being “learned”?

Ø Inductive Biases and Representations
Ø What assumptions about domain enable efficient learning?

Ø Efficiency (Data and Computation)
Ø How much data and time are needed to learn?

Ø Details: Objectives/Models/Algorithms



Machine Learning ≈ Function Approximation

Label:Cat

Object Recognition Speech Recognition

“The cat in 
the hat”

Robotic Control

The cat in the hat.

El gato en el sombrero

Machine Translation



Supervised Machine Learning
Ø Given data containing the function inputs and outputs

Input Output

X1 Y1

X2 Y2

… …

Xn Yn

cat

baby

Data

baby

f✓(x) ! y
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Model

Parameters

Training (approximates the goal over training data):

Goal

✓⇤ = argmin
✓

ED [L (f✓(x), y)]
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Loss

Over future data

✓̂ = argmin
✓

1

n

nX

i=1

L (f✓(xi), yi)
<latexit sha1_base64="1nEudtxg0hj2bQCWcBS1v3yjo6I=">AAACQnicbZBPaxQxGMYztWpd/6167CV0EbYgy0wR9FIoevHgoQW3rWzW4Z3sOzuhSWZI3hGXYT6bFz+BNz+AFw+W4tVDs7tzqK0PBB6e531J8ssqrTzF8Y9o49bm7Tt3t+717j94+Ohx/8nTY1/WTuJYlrp0pxl41MrimBRpPK0cgsk0nmRnb5f9yWd0XpX2Ay0qnBqYW5UrCRSitP9RFECNoAIJWr7PBbg5F0bZdJ1xkTuQTdI2thW+Nmmj9pP2k+Xvhcachnk3N/ySqt0XnC9SJZyaF7Sb9gfxKF6J3zRJZwas02Ha/y5mpawNWpIavJ8kcUXTBhwpqbHtidpjBfIM5jgJ1oJBP21WCFr+PCQznpcuHEt8lV7daMB4vzBZmDRAhb/eLcP/dZOa8tfTRtmqJrRyfVFea04lX/LkM+VQkl4EA9Kp8FYuCwjMKFDvBQjJ9S/fNMd7oyQeJUcvBwdvOhxbbJvtsCFL2Ct2wN6xQzZmkn1lP9lvdh59i35FF9Gf9ehG1O08Y/8o+nsJv0Cw0Q==</latexit><latexit sha1_base64="1nEudtxg0hj2bQCWcBS1v3yjo6I=">AAACQnicbZBPaxQxGMYztWpd/6167CV0EbYgy0wR9FIoevHgoQW3rWzW4Z3sOzuhSWZI3hGXYT6bFz+BNz+AFw+W4tVDs7tzqK0PBB6e531J8ssqrTzF8Y9o49bm7Tt3t+717j94+Ohx/8nTY1/WTuJYlrp0pxl41MrimBRpPK0cgsk0nmRnb5f9yWd0XpX2Ay0qnBqYW5UrCRSitP9RFECNoAIJWr7PBbg5F0bZdJ1xkTuQTdI2thW+Nmmj9pP2k+Xvhcachnk3N/ySqt0XnC9SJZyaF7Sb9gfxKF6J3zRJZwas02Ha/y5mpawNWpIavJ8kcUXTBhwpqbHtidpjBfIM5jgJ1oJBP21WCFr+PCQznpcuHEt8lV7daMB4vzBZmDRAhb/eLcP/dZOa8tfTRtmqJrRyfVFea04lX/LkM+VQkl4EA9Kp8FYuCwjMKFDvBQjJ9S/fNMd7oyQeJUcvBwdvOhxbbJvtsCFL2Ct2wN6xQzZmkn1lP9lvdh59i35FF9Gf9ehG1O08Y/8o+nsJv0Cw0Q==</latexit><latexit sha1_base64="1nEudtxg0hj2bQCWcBS1v3yjo6I=">AAACQnicbZBPaxQxGMYztWpd/6167CV0EbYgy0wR9FIoevHgoQW3rWzW4Z3sOzuhSWZI3hGXYT6bFz+BNz+AFw+W4tVDs7tzqK0PBB6e531J8ssqrTzF8Y9o49bm7Tt3t+717j94+Ohx/8nTY1/WTuJYlrp0pxl41MrimBRpPK0cgsk0nmRnb5f9yWd0XpX2Ay0qnBqYW5UrCRSitP9RFECNoAIJWr7PBbg5F0bZdJ1xkTuQTdI2thW+Nmmj9pP2k+Xvhcachnk3N/ySqt0XnC9SJZyaF7Sb9gfxKF6J3zRJZwas02Ha/y5mpawNWpIavJ8kcUXTBhwpqbHtidpjBfIM5jgJ1oJBP21WCFr+PCQznpcuHEt8lV7daMB4vzBZmDRAhb/eLcP/dZOa8tfTRtmqJrRyfVFea04lX/LkM+VQkl4EA9Kp8FYuCwjMKFDvBQjJ9S/fNMd7oyQeJUcvBwdvOhxbbJvtsCFL2Ct2wN6xQzZmkn1lP9lvdh59i35FF9Gf9ehG1O08Y/8o+nsJv0Cw0Q==</latexit><latexit sha1_base64="1nEudtxg0hj2bQCWcBS1v3yjo6I=">AAACQnicbZBPaxQxGMYztWpd/6167CV0EbYgy0wR9FIoevHgoQW3rWzW4Z3sOzuhSWZI3hGXYT6bFz+BNz+AFw+W4tVDs7tzqK0PBB6e531J8ssqrTzF8Y9o49bm7Tt3t+717j94+Ohx/8nTY1/WTuJYlrp0pxl41MrimBRpPK0cgsk0nmRnb5f9yWd0XpX2Ay0qnBqYW5UrCRSitP9RFECNoAIJWr7PBbg5F0bZdJ1xkTuQTdI2thW+Nmmj9pP2k+Xvhcachnk3N/ySqt0XnC9SJZyaF7Sb9gfxKF6J3zRJZwas02Ha/y5mpawNWpIavJ8kcUXTBhwpqbHtidpjBfIM5jgJ1oJBP21WCFr+PCQznpcuHEt8lV7daMB4vzBZmDRAhb/eLcP/dZOa8tfTRtmqJrRyfVFea04lX/LkM+VQkl4EA9Kp8FYuCwjMKFDvBQjJ9S/fNMd7oyQeJUcvBwdvOhxbbJvtsCFL2Ct2wN6xQzZmkn1lP9lvdh59i35FF9Gf9ehG1O08Y/8o+nsJv0Cw0Q==</latexit>



Much of the research focus

Ø How do we make our functions sufficiently expressive

Ø Inductive Bias: capture domain knowledge and 
assumptions

Ø Easy to train à differentiable and  

f✓(x) ! y
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Architectures for Different kinds of inputs

Convolutional Networks

The quick brown fox…

The cat in the hat.

El gato en el sombrero

Recurrent Networks

Sequential reasoning tasksspatial reasoning tasks

Speech 
recognition

Reinforcement
Learning

Graph Networks

Operating on graph data

Link Prediction

Graph 
Embedding



The Bias Variance Tradeoff
Ø Fundamental trade-off in ML (classically)

Low
Bias

High
Bias

High
Variance

Low
Variance

Ø Low bias learning techniques
Ø Typically higher variance …

Ø Increasing data supports
Ø Higher variance techniques

Ø Deep neural networks?
Ø Focus on training procedure not 

models to control tradeoff 
Ø Initialization, SGD, Dropout, learning 

rates, early stopping, … 



Training and Validation 

Time

Er
ro

r

Training Error

Test* E
rror

*If you are making modeling decisions based on this then it should be called validation error.  

This is the thing we 
want to minimize

This is what our 
training algorithm 
tries to minimize.



On Dataset Size and Learning
Ø Data is a a resource! (e.g., like processors and memory)

Ø Is having lots of processors a problem?

Ø You don’t have to use all the data!
Ø Though using more data can often help

Ø More data often* dominates models and algorithms
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such as f = ma or e = mc2. Meanwhile, sciences that 
involve human beings rather than elementary par-
ticles have proven more resistant to elegant math-
ematics. Economists suffer from physics envy over 
their inability to neatly model human behavior. 
An informal, incomplete grammar of the English 
language runs over 1,700 pages.2 Perhaps when it 
comes to natural language processing and related 
fi elds, we’re doomed to complex theories that will 
never have the elegance of physics equations. But 
if that’s so, we should stop acting as if our goal is 
to author extremely elegant theories, and instead 
embrace complexity and make use of the best ally 
we have: the unreasonable effectiveness of data.

One of us, as an undergraduate at Brown Univer-
sity, remembers the excitement of having access to 
the Brown Corpus, containing one million English 
words.3 Since then, our fi eld has seen several notable 
corpora that are about 100 times larger, and in 2006, 
Google released a trillion-word corpus with frequency 
counts for all sequences up to fi ve words long.4 In 
some ways this corpus is a step backwards from the 
Brown Corpus: it’s taken from unfi ltered Web pages 
and thus contains incomplete sentences, spelling er-
rors, grammatical errors, and all sorts of other er-
rors. It’s not annotated with carefully hand-corrected 
part-of-speech tags. But the fact that it’s a million 
times larger than the Brown Corpus outweighs these 
drawbacks. A trillion-word corpus—along with other 
Web-derived corpora of millions, billions, or tril-
lions of links, videos, images, tables, and user inter-
actions—captures even very rare aspects of human 

behavior. So, this corpus could serve as the basis of 
a complete model for certain tasks—if only we knew 
how to extract the model from the data.

Learning from Text at Web Scale
The biggest successes in natural-language-related 
machine learning have been statistical speech rec-
ognition and statistical machine translation. The 
reason for these successes is not that these tasks are 
easier than other tasks; they are in fact much harder 
than tasks such as document classifi cation that ex-
tract just a few bits of information from each doc-
ument. The reason is that translation is a natural 
task routinely done every day for a real human need 
(think of the operations of the European Union or 
of news agencies). The same is true of speech tran-
scription (think of closed-caption broadcasts). In 
other words, a large training set of the input-output 
behavior that we seek to automate is available to us 
in the wild. In contrast, traditional natural language 
processing problems such as document classifi ca-
tion, part-of-speech tagging, named-entity recogni-
tion, or parsing are not routine tasks, so they have 
no large corpus available in the wild. Instead, a cor-
pus for these tasks requires skilled human annota-
tion. Such annotation is not only slow and expen-
sive to acquire but also diffi cult for experts to agree 
on, being bedeviled by many of the diffi culties we 
discuss later in relation to the Semantic Web. The 
fi rst lesson of Web-scale learning is to use available 
large-scale data rather than hoping for annotated 
data that isn’t available. For instance, we fi nd that 
useful semantic relationships can be automatically 
learned from the statistics of search queries and the 
corresponding results5 or from the accumulated evi-
dence of Web-based text patterns and formatted ta-
bles,6 in both cases without needing any manually 
annotated data.

Eugene Wigner’s article “The Unreasonable Ef-

fectiveness of Mathematics in the Natural Sci-

ences”1 examines why so much of physics can be 

neatly explained with simple mathematical formulas

Alon Halevy, Peter Norvig, and Fernando Pereira, Google

The Unreasonable 
Effectiveness of Data

Authorized licensed use limited to: Univ of Calif Berkeley. Downloaded on February 5, 2010 at 22:51 from IEEE Xplore.  Restrictions apply. 
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*More data also enables 
more  sophisticated.



Taxonomy of
Machine Learning

Supervised 
Learning

Unsupervised
Learning

Labeled Data Unlabeled Data

Reinforcement
Learning

Alpha Go
Regression

Quantitative
Response

Categorical
Response

Dimensionality
Reduction

Clustering
Classification

Reward



Machine Learning is not Magic
Ø Requires data/interaction with signal

Ø Requires some assumptions about 
the learned process

Place ball in one of the cups



Required Reading

Ø Perspective on Machine Learning
Ø A Few Useful Things to Know About Machine Learning
Ø Goal: Provide some context on high-level ideas in ML

Ø Perspective on Systems 
Ø Principles of Computer System Design
Ø Goal: Provide some context on high-level ideas in Systems

Ø Views on the field of AI-Systems
Ø SysML: The New Frontier of Machine Learning Systems
Ø A Berkeley View of Systems Challenges for AI (Mini PC)
Ø Goal: Observe two recent framings of AI-Systems Research

https://homes.cs.washington.edu/~pedrod/papers/cacm12.pdf
https://www.sciencedirect.com/book/9780123749574/principles-of-computer-system-design
https://arxiv.org/abs/1904.03257
https://arxiv.org/pdf/1712.05855.pdf


Principles of Computer 
System Design
(Chapter 1)
Jerome H. Saltzer and M. Frans Kaashoek (MIT Press 2009)



Context
Ø What?

Ø MIT Systems (6.033) Course Textbook 

Ø Why?
Ø Really well written book
Ø Provides an overview of several 

of the big ideas in systems
Ø Discusses the fundamental challenges

addressed in systems research

Ø Related Reading
Ø “Hints for Computer System Design” Butler Lampson 

(Berkeley PhD, Turing Award Winner)



Big Ideas in Systems Research

Ø Managing Complexity
Ø Abstraction, modularity, layering, and hierarchy

Ø Tradeoffs
Ø What are the fundamental constraints?
Ø How can you reach new points in the trade-off space?

Ø Problem Formulation
Ø What are the requirements and assumptions?



Sources of Complexity in Systems

Ø Emergent Properties: properties of a system that are not 
evident in the individual components
Ø Difficult to anticipate system

behavior based on the behavior
of the individual parts

Ø A system is often greater than the
sum of its parts.



Sources of Complexity in Systems

Ø Propagation of Effects: a small change in one part of the 
system can affect many other parts of the system.
Ø “There are no small changes in a large system”

Ø Implications
Ø Difficult to reason about affects

of changes
Ø Slows down innovation 



Sources of Complexity in Systems

Ø Incommensurate Scaling: not all parts 
of a system scale at the same rate.
Ø A 10x change in performance or

scale à changes in design
Ø Solving a bigger problem can often 

require new designs

Ø Examples?
Ø CPU speeds and memory 

bandwidth



Sources of Complexity in Systems

Ø Tradeoffs: Finding the right balance of competing 
objectives or requirements.

Ø Examples?
Ø Bias and Variance from earlier.

Ø Issue?
Ø Pushing the frontier
Ø Moving through the tradeoff space
Ø Finding the right balance O

bj
ec

tiv
e 

A

Objective B



Sources of Complexity in Systems

Ø Excessive Generality
Ø If it is good for everything, it is good for nothing.

Ø Examples? 



Sources of Complexity in Systems

Ø Cascading and interacting requirements: 
Ø the quantity and interaction between requirements can 

disproportionally complicate system design.

Ø Principle of Escalating Complexity
Ø Adding a requirement increases complexity out of proportion

Ø Identifying the right (minimal) requirements is often a key 
contribution in systems research



Coping with Complexity

Ø Modularity and Abstraction: dividing the system into 
smaller parts with well defined boundaries



Abstraction
Ø Good abstraction design can have substantial impact

Ø Often a key contribution in systems research

Ø Examples?
Ø Theano à Caffe à TensorFlow à PyTorch

Ø What makes a good abstraction?
Ø Simplicity à matches user’s expectations
Ø Expressiveness à captures user’s intent

Ø What makes a bad abstraction?
Ø Leaky Abstractions: requires understanding design decision of 

underlying system

Deep Learning

Hardware 
Accelerators

Linear 
Alg.



Coping with Complexity

Ø Layering and Hierarchy: mechanisms for composing 
modules

Ø Examples? 



Coping with Complexity

Ø Iteration: start simple and evaluate design decisions 
incrementally
Ø Take small steps, measure often, be prepared to abandon 

designs, study failures
Incremental

Iterative

Waterfall (old looking graphic)



Coping with Complexity
Ø Adopt Sweeping Simplifications: seek the minimal design 

and leverage simplifying assumptions.
Ø Minimal Design: when in doubt throw it out.

Ø Good systems are defined by what they leave out

Ø Simplifying Assumptions:
Ø The choice of assumptions can be a contribution
Ø State and justify your assumptions



Required Reading

Ø Perspective on Machine Learning
Ø A Few Useful Things to Know About Machine Learning
Ø Goal: Provide some context on high-level ideas in ML

Ø Perspective on Systems 
Ø Principles of Computer System Design
Ø Goal: Provide some context on high-level ideas in Systems

Ø Views on the field of AI-Systems
Ø SysML: The New Frontier of Machine Learning Systems
Ø A Berkeley View of Systems Challenges for AI (Mini PC)
Ø Goal: Observe two recent framings of AI-Systems Research

https://homes.cs.washington.edu/~pedrod/papers/cacm12.pdf
https://www.sciencedirect.com/book/9780123749574/principles-of-computer-system-design
https://arxiv.org/abs/1904.03257
https://arxiv.org/pdf/1712.05855.pdf


PC Meeting for
“A Berkeley View of Systems Challenges for AI”*

*Important Disclaimer: I am a co-author on this paper.



In Class PC Meeting Format (V.0)

Each paper has allocated ~30 Minutes for discussion 

Ø Neutral: recap of the paper (neutral opinion) [5 Minutes]

Ø Advocate: Strengths of the paper [5 Minutes]

Ø Critic: Weaknesses of the paper [5 Minutes]

Ø Class will discuss rebuttal and improvements [10 Minutes]

Ø Brief in-class vote for acceptance into the AI-Sys prelim



Neutral Presenter



Paper Overview
Context:

Ø Published: TR’2017

Ø From: UC Berkeley Faculty

Ø Format: Vision Paper

Ø Details: Part of a series of 
Berkeley Views …
Ø Berkeley View on Serverless ...
Ø Berkeley View on Cloud …
Ø Berkeley View on Parallel …

A Berkeley View of Systems Challenges for AI
Ion Stoica, Dawn Song, Raluca Ada Popa, David Pa�erson, Michael W. Mahoney, Randy Katz,
Anthony D. Joseph, Michael Jordan, Joseph M. Hellerstein, Joseph Gonzalez, Ken Goldberg,

Ali Ghodsi, David Culler, Pieter Abbeel∗

ABSTRACT
With the increasing commoditization of computer vision, speech
recognition and machine translation systems and the widespread
deployment of learning-based back-end technologies such as dig-
ital advertising and intelligent infrastructures, AI (Arti�cial In-
telligence) has moved from research labs to production. �ese
changes have been made possible by unprecedented levels of data
and computation, by methodological advances in machine learning,
by innovations in systems so�ware and architectures, and by the
broad accessibility of these technologies.

�e next generation of AI systems promises to accelerate these
developments and increasingly impact our lives via frequent inter-
actions and making (o�en mission-critical) decisions on our behalf,
o�en in highly personalized contexts. Realizing this promise, how-
ever, raises daunting challenges. In particular, we need AI systems
that make timely and safe decisions in unpredictable environments,
that are robust against sophisticated adversaries, and that can pro-
cess ever increasing amounts of data across organizations and in-
dividuals without compromising con�dentiality. �ese challenges
will be exacerbated by the end of the Moore’s Law, which will con-
strain the amount of data these technologies can store and process.
In this paper, we propose several open research directions in sys-
tems, architectures, and security that can address these challenges
and help unlock AI’s potential to improve lives and society.

KEYWORDS
AI, Machine Learning, Systems, Security

1 INTRODUCTION
Conceived in the early 1960’s with the vision of emulating human
intelligence, AI has evolved towards a broadly applicable engineer-
ing discipline in which algorithms and data are brought together
to solve a variety of pa�ern recognition, learning, and decision-
making problems. Increasingly, AI intersects with other engineer-
ing and scienti�c �elds and cuts across many disciplines in com-
puting.

In particular, computer systems have already proved essential in
catalyzing recent progress in AI. Advances in parallel hardware [31,
58, 90] and scalable so�ware systems [32, 46, 114] have sparked the
development of new machine learning frameworks [14, 31, 98] and
algorithms [18, 56, 62, 91] to allow AI to address large-scale, real-
world problems. Rapidly decreasing storage costs [1, 80], crowd-
sourcing, mobile applications, internet of things (IoT), and the com-
petitive advantage of data [40] have driven further investment in
data-processing systems and AI technologies [87]. �e overall e�ect
is that AI-based solutions are beginning to approach or even surpass
human-level capabilities in a range of real-world tasks. Maturing AI
technologies are not only powering existing industries—including
web search, high-speed trading and commerce—but are helping to

foster new industries around IoT, augmented reality, biotechnology
and autonomous vehicles.

�ese applications will require AI systems to interact with the
real world by making automatic decisions. Examples include au-
tonomous drones, robotic surgery, medical diagnosis and treatment,
virtual assistants, and many more. As the real world is continu-
ally changing, sometimes unexpectedly, these applications need to
support continual or life-long learning [96, 109] and never-ending
learning [76]. Life-long learning systems aim at solving multiple
tasks sequentially by e�ciently transferring and utilizing knowl-
edge from already learned tasks to new tasks while minimizing
the e�ect of catastrophic forge�ing [71]. Never-ending learning is
concerned with mastering a set of tasks in each iteration, where
the set keeps growing and the performance on all the tasks in the
set keeps improving from iteration to iteration.

Meeting these requirements raises daunting challenges, such
as active exploration in dynamic environments, secure and robust
decision-making in the presence of adversaries or noisy and un-
foreseen inputs, the ability to explain decisions, and new modular
architectures that simplify building such applications. Furthermore,
as Moore’s Law is ending, one can no longer count on the rapid
increase of computation and storage to solve the problems of next-
generation AI systems.

Solving these challenges will require synergistic innovations
in architecture, so�ware, and algorithms. Rather than addressing
speci�c AI algorithms and techniques, this paper examines the
essential role that systems will play in addressing challenges in AI
and proposes several promising research directions on that frontier.

2 WHAT IS BEHIND AI’S RECENT SUCCESS
�e remarkable progress in AI has been made possible by a “perfect
storm” emerging over the past two decades, bringing together:
(1) massive amounts of data, (2) scalable computer and so�ware
systems, and (3) the broad accessibility of these technologies. �ese
trends have allowed core AI algorithms and architectures, such as
deep learning, reinforcement learning, and Bayesian inference to
be explored in problem domains of unprecedented scale and scope.

2.1 Big data
With the widespread adoption of online global services, mobile
smartphones, and GPS by the end of 1990s, internet companies
such as Google, Amazon, Microso�, and Yahoo! began to amass
huge amounts of data in the form of audio, video, text, and user
logs. When combined with machine learning algorithms, these
massive data sets led to qualitatively be�er results in a wide range of
core services, including classical problems in information retrieval,
information extraction, and advertising [49].
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Is this view shared by 
everyone at Berkeley?



The Neutral Presenter will Summarize

Ø What is the problem being solved?

Ø Related work

Ø What was the solution? (Summary!)

Ø What metrics did they use to evaluate their solution?
Ø What were the Baselines of comparison?

Ø What was the key insight or enabling idea?

Ø What are the claimed technical contributions?

Unfortunately, this is a View Paper so 
this guidance won’t quite work.



What is the Problem?
Ø View Paper à Frames but doesn’t solve problems

Ø Provides context to the problem domain
Ø Credits recent success of AI on advances in systems, large 

datasets, and accessibility (open-source + cloud)
Ø Future advances in AI require systems innovations
Ø Discusses trends in technology and their implications on AI

Ø Summary Description: This paper describes the key 
research directions at the intersection of AI and Systems. 



Summary of Problems
Which problems do you remember?

Ø Systems that learn and act continuously in dynamic env.

Ø Preserving privacy and security in AI systems
Ø Learning across competing entities
Ø Addressing corrupted or fraudulent data and queries

Ø End of Moore’s law and implications on AI hardware
Ø AI hardware’s role in security 

Ø Ensuring actions taken by AI systems can be explained

Ø Managing the compositions of models and software in complex systems

Ø Provisioning AI across the cloud and edge boundaries



Related Work

Ø SysML: The New Frontier of Machine Learning Systems
Ø Required reading …

Ø “Who will Control the Swarm”
Ø Focuses more on real-time AI/Control in the cloud
Ø Slightly more provocative position (cloud is central to swarms)

Ø “Infrastructure for Usable Machine Learning: The Stanford 
DAWN Project” (DAWN Project is like the RISE Lab)
Ø Stronger emphasis on “usability” 
Ø Slightly sharper description of specific projects
Ø Missed security … 

https://arxiv.org/abs/1904.03257
https://engineering.stanford.edu/magazine/article/who-will-control-swarm
https://arxiv.org/pdf/1705.07538.pdf


Example Problem: Systems that learn and 
act continuously in a dynamic env.
Ø Potential Requirements

Ø Need to update model or latent state in response to observations 
(state management)

Ø Need render predictions and learn interactively (latency)
Ø Need to reason about environment (modeling/simulation)

Ø Proposed Solutions 
Ø Focus on reinforcement learning 
Ø Leverage dynamic parallelization and simulation 

Ø Metrics
Ø Learning: Accuracy/Reward + delay in responding to concept drift
Ø System: Action Latency, consistency, resource efficiency, …



Key Insights and/or Enabling Ideas

Ø Emphasis on whole system and not just training
Ø Continuous training and inference
Ø Focus on composition of models and traditional software

Ø Interaction between security and AI
Ø Hardware: neural network accelerator à security accelerator
Ø Incentives: enabling competing parties to learn together
Ø Provenance: use system to track relationship between data 

and models à use for explanation



Technical Contributions

Ø Algorithms: none

Ø Theoretical Results: none

Ø Experimental Results: none

This is common with view/survey papers. 

à Doesn’t mean it won’t have impact.



The Advocate
This was an amazing paper … 



Advocate and Critic Will Discuss
Ø Novelty and Impact

Ø Are the problem and solution novel and how will the solution 
affect future research?

Ø Technical Qualities
Ø Are the problem framing and assumptions reasonable
Ø Discuss merits of the technical contributions
Ø Does the evaluation support claims and reveal limitations of the 

proposed approach?

Ø Presentation
Ø Discuss the writing clarity and presentation of results
Ø Positioning of related work



Novelty and Impact
What was novelty?

Ø Context: Framing the role of systems in AI today
Ø Discussion around open-source and cloud

Ø Proposed Problems: 
Ø Emphasis on whole system support and composition of models
Ø Interaction between security, hardware, and AI
Ø Learning across competing organizations

Ø Proposed Solutions: (not the focus)
Ø Interesting ideas around role of simulation, enclaves, and use of provenance 

Impact:

Ø Defined research agenda for the RISE Lab
Ø Helped position NSF expedition proposal (successful)



Technical Qualities
Ø Assumptions and Framing

Ø AI is the future and demands system innovation 
Ø Emphasis on RL and parallel computing 

Ø Already an explosion in Deep RL work and parallel systems for AI
Ø Need to address training and inference

Ø Early evidence of this need in content recommendation systems

Ø Contributions
Ø Articulates significance of systems in AI and open challenges
Ø Clearly frames a set of interesting well motivated research directions
Ø Proposes first steps towards studying some of these problems

Ø Evaluation: None



Presentation

Ø Great use of summary text to highlight key points

Ø Attempts to separate challenges from solutions



The Critic
This was an amazing paper … 



Novelty and Impact
What was novelty?

Ø Context: A fair amount of the context is well established. 

Ø Problems: 
Ø Many of the problems (e.g., lifelong learning, robust learning,

adversarial inputs, secure data, online learning) are well established
Ø Problems around RL were not well grounded in applications

Ø Solutions: (not the focus)
Ø Many of the problems didn’t have clear directions for solutions or 

were sufficiently established to already have a large body of solutions

Impact:

Ø Has not yet been well cited. 



Technical Qualities
Ø Assumptions and Framing

Ø Some assumptions about requirements for AI systems (e.g., need for 
real-time simulation and online learning) are not justified

Ø Many of the assumptions/framing statement are not particularly novel

Ø Contributions
Ø While there are a few interesting directions outlined, much of this 

paper is a summary of several active research agendas 

Ø Evaluation: None



Summary of Problems
Which problems are novel?

Ø Systems that learn and act continuously in dynamic env.

Ø Preserving privacy and security in AI systems
Ø Learning across competing entities
Ø Addressing corrupted or fraudulent data and queries

Ø End of Moore’s law and implications on AI hardware
Ø AI hardware’s role in security 

Ø Ensuring actions taken by AI systems can be explained

Ø Managing the compositions of models and software in complex systems

Ø Provisioning AI across the cloud and edge boundaries



Presentation
Ø This reads like a paper written by committee

Ø (… it was)

Ø Lack of focus: Too many research directions and ideas

Ø Not enough “view”:
Ø Doesn’t really take a controversial stance
Ø it looks more to the present than the future…

Ø Writing is a bit disorganized 
Ø Several sections repeat standard motivations about importance of ML
Ø Lifelong learning is injected in a few random places without much discussion



Class Discussion



Rebuttal

Ø How could the authors address the critic’s concerns?

Ø How might the authors have improved the paper?
Ø Technically
Ø Presentation



Voting

Ø Would you recommend this paper to a colleague?

Ø Would you recommend this be part of future reading 
assignments?

Ø Should this be part of the AI-Systems Prelim Exam
Ø Taken by graduate students to begin research in the field



https://tinyurl.com/y66fxtyc


