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Single-Agent Multi-Agent Hierarchical Offline Batch RL approaches

Robotics Industrial 
Control Advertising System 

Optimization Finance RL applications

RLlib

RLlib Training API

PPO IMPALA QMIX Custom Algorithms...

Distributed Execution with Ray





ICML '18 Filtering GitHub and ray-dev@
issues for "rllib":

- user engagement is 
increasing

- couple dozen companies and 
research labs using RLlib!





• Goal: be the best library for RL applications and RL 
applications research

• Continuing development (https://github.com/ray-project/ray)
• new algorithms
• cross-cutting features (env modeling, AutoRL)
• better performance

• Documentation at https://rllib.io

https://github.com/ray-project/ray
https://rllib.io
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Fig. courtesy OpenAI

Fig. courtesy NVidia Inc.
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scalable abstractions for RL?
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MPI
multiprocessing

param-server
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Agent Environment

action (ai+1)

Policy:
state → action

state (si)(observation) 

reward (ri)
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Agent Environment

action (ai+1)

state (si)(observation) 

reward (ri)

Policy 
evaluation

(state → 
action)

Policy 
improvement 

(e.g., SGD)

trajectory X: s0, (s1, r1), …, (sn, rn)

policy
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Actor

X <- rollout()
dθ <- grad(L, X)
sync(dθ)

θ <- sync()
rollout()

X <- replay()
apply(grad(L, X))
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Async DQN (Mnih et al; 2016)
● Asynchronous optimization
● Replicated workers
● Single machine

Ape-X DQN (Horgan et al; 2018)
● Central learner
● Data queues between components
● Large replay buffers
● Scales to clusters

...and this is just one family!

➝ No existing system can 
effectively meet all the varied 
demands of RL workloads.

+ Population-Based Training 
(Jaderberg et al; 2017)

● Nested parallel computations
● Control decisions based on 

intermediate results
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MPI
multiprocessing

param-server
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Top-level worker
(Python process)

Sub-worker 
(process)

Sub-worker

Sub-worker

"collect 
experiences"

Sub-sub worker
processes

"do model-based 
rollouts"

"allreduce 
your 

gradients"

exchange weight shards 
through Ray object store

"run K steps 
of training"
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